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Abstract: In the development of information 

technology, protecting sensitive information via 

encryption is becoming more and more important in 

daily life. The Advanced Encryption Standard (AES) is 

an encryption standard preferred by the National 

Institute of Standards and Technology (NIST) in 2001, 

which has its extract in the Rijndael block cipher. By 

searching different coarse nessesof data-level and task-

level parallelism, AES is represented with four 

implementations expansion on Asynchronous Array of 

Simple Processor (ASAP). The smallest design apply 

only six cores, while the largest requires 107 cores for 

key expansion and 137 cores for key expansion, 

respectively. In comparison with AES cipher four 

implementations on Asynchronous Array of Simple 

Processor (ASAP), the result of parallelism design is 

being a higher throughput per unit of chip area and has 

higher energy efficiency. 
 
 

1. INTRODUCTION  
1.1.Aes  

AES (Advanced Encryption Standard) is an 

algorithm for executing encryption (and the reverse, 

decryption) which is a series of clear steps that can be 

followed as a procedure. The pilot data is known as 

plaintext, and the encrypted form as cipher text. The cipher 

text message holds all the information of the plaintext 

message, but is not in a format readable by a human or 

computer without the thoroughly mechanism to decrypt the 

original text. The encrypting process is changed depending 

on the key which alters the detailed procedure of the 

algorithm. Minus the key, the cipher cannot be used to 

encrypt or decrypt. In the past, cryptography assisted check 

secrecy in significant communications, such as those of 

government cover procedures, military leaders, and 

diplomats. Cryptography has come to be in widespread use 

by many civilians who do not have extraordinary 

necessitates for secrecy, while generally it is transparently 

built into the base for calculating and telecommunications. 
 
1.2. Encryption and Decryption  

In cryptography, encryption is the process of 

encoding messages in such a way that eavesdroppers or 

hackers cannot read it, but only authorized parties can. 

 

 
Encryption doesn't prevent hacking but it prevents the 

hacker from reading the data that is encrypted. In an 

encryption, the message or information encrypted using an 

encryption algorithm. The information that is being 

encrypted is called plaintext and the information obtained 

after encryption is called cipher text. This is usually done 

with the use of an encryption key, an authorized party, 

however, is able to decode the cipher text using a 

decryption algorithm that usually requires a secret 

decryption key, which adversaries do not have access to. 

For technical reasons, an encryption scheme usually needs 

a key-generation algorithm to randomly produce keys. 

 
1.3. Crpytographic Algorithms  
1.3.1. Advanced Encryption Standard (AES)  

The Advanced Encryption Standard (AES) is a 

specification for the encryption of electronic data based on 

the Rijndael cipher. Rijndael is a family of ciphers with 

different key and block sizes. AES uses three members of 

the Rijndael family, each with a block size of 128 bits, but 

three different key lengths: 128, 192 and 256 bits. 
 

The algorithm described by AES is a symmetric-

key algorithm, meaning the same key is used for both 

encrypting and decrypting the data. AES is based on a 

design principle known as a substitution-permutation 

network, and is fast in both software and hardware. AES is 

a variant of Rijndael which has a fixed block size of 128 

bits, and a key size of 128, 192, or 256 bits. By contrast, the 

Rijndael specification per size is specified with block and 

key sizes that may be any multiple of 32 bits, both with a 

minimum of 128 and a maximum of 256 bits. 
 

AES operates on a 4×4 column-major order 

matrix of bytes, termed the state, although some versions of 

Rijndael have a larger block size and have additional 

columns in the state. Most AES calculations are done in a 

special finite field. 
 

The key size used for an AES cipher specifies the 

number of repetitions of transformation rounds that 

converts the plaintext into the cipher text. The number of 

cycles of repetition are as follows: 
 10 cycles of repetition for 128-bit keys. 




 12 cycles of repetition for 192-bit keys. 




 14 cycles of repetition for 256-bit keys. 
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Each round consists of several processing steps, each 

containing five similar but different stages, including one 

that depends on the encryption key itself. A set of reverse 

rounds are applied to transform cipher text back into the 

original plaintext using the same encryption key. 
 
1.4. Asynchronous Array of Simple Processors (ASAP)  

The targeted Asynchronous Array of Simple 

Processors architecture is an example of a fine-grained 

many-core computation platform, supporting globally-

asynchronous locally-synchronous (GALS) on-chip 

network and dynamic voltage and frequency scaling 

(DVFS). The computational platform is composed of 164 

small identical processors, three hardware accelerators and 

three 16 KB shared memories. All processors and shared 

memories are clocked by local fully independent oscillators 

and are connected by a reconfigurable 2D-mesh network 

that supports both nearby and long-distance 

communication. Each tile on the platform can be statically 

configured to take input data from two links, while sending 

its output to other processors via dynamic configuration. 

Each simple processor has a 6-stage pipeline, which issues 

one instruction per clock cycle. Moreover, no application 

specific instructions are implemented. Each processor has a 

128 x 32-bit instruction memory and a 128 x 16-bit data 

memory. 

 
2. METHODOLOGY 

 
Fig. 2.1 Encryption and Decryption process of AES 
structure  
2.1. Encryption Steps  
1. KeyExpansion- round keys are derived from the cipher 

key. AES requires a separate 128 bit round key block for 

each round plus one more.  
 
2. InitialRound  
 

Addroundkey- each byte of the state is combined with a 
block of the round key using bitwise xor.  
3. Rounds 
 

Substitution- a non-linear substitution step where each 

byte is replaced with another according to a lookup table. 

Shiftrows- a transposition step where the last three rows of 

the state are shifted cyclically a certain number of steps. 

Mixcolumns- a mixing operation which operates on the 

columns of the state, combining the four bytes in each 

column.  
 

Addroundkey- each byte of the state is combined with a 
block of the round key using bitwise xor.   
4. Final Round (no Mixcolumns) 
 

Substitution 

Shiftrows   
Addroundkey.  
 
2.2. Substitution Transformation  

The Substitution is a byte substitution operation 

performed on individual bytes of the State, on each byte of 

the State using a substitution table (S-box). 
 
 
 
 
 
 
 
 
 

 
Fig. 2.2 Substitution Transformation 

 
The S-box used in the SubBytes transformation is 

presented in hexadecimal form in Fig. 3.1. For example, if 

S1,1 = {53}, then the substitution value would be 

determined by the intersection of the row with index „5‟ 

and the column with index „3‟ in Fig. 3.1. This would 

result having a value of {ed}.  
Table 2.1 S-Box table 
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2.3. Shiftrow Transformation  

The Shiftrows transformation cyclically shifts the 

last three rows of the state by different offsets. The first 

row is left unchanged in this transformation. Each byte of 

the second row is shifted one position to the left. The third 

and fourth rows are shifted left by two and three positions, 

respectively. 
 
 
 
 
 
 
 
 
 

 
Fig. 2.3 Shiftrows Transformation 

 
2.4. Mixcolumns Transformation  

This transformation operates on the columns of 

the State, treating each columns as a four term polynomial 

finite field. Each columns is multiplied modulo with a fixed 

four-term polynomial. The Mixcolumns transformation can 

be expressed as a matrix multiplication. 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2.4 Mixcolumns Transformation 
 
2.5. Addroundkey Transformation  

During the Addroundkey transformation, the 

round key values are added to the State by means of a 

simple Exclusive Or (XOR) operation. Each round key 

consists of words that are generated from the Key 

Expansion routine. The round key values are added to the 

columns of the state. 

 
 
 
 
 
 
 
 
 
 

 
Fig. 2.5 Addroundkey Transformation 

 
 
2.6. Asynchronous Array of Simple Processors (ASAP)  

The second generation ASAP processor contains 

167 identical processors with independent clock domains. 

Each processor is a reduced complexity programmable 

DSP with small memories, which can dramatically increase 

the energy efficiency. Each processor can receive data from 

any two neighbours and send data to any of its four 

neighbours. 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 2.6 ASAP Processor structure 

 
A second generation 65 nm CMOS design 

contains 167 processors with dedicated fast Fourier 

transform (FFT), Viterbi decoder, and video motion 

estimation processors; 16 KB shared memories; and long-

distance inter-processor interconnect. The programmable 

processors can individually and dynamically change their 

supply voltage and clock frequency. The chip is fully 

functional. Processors operate up to 1.2 GHz at 1.3 V 

which is believed to be the highest clock rate fabricated 

processor designed in any university. At 1.2 V, they operate 

at 1.07 GHz and 47 mW when 100% active. At 0.675 V, 

they operate at 66 MHz and 608 μW when 100% active. 
 
This operating point enables 1 trillion MAC or arithmetic 

logic unit (ALU) ops/sec with a power dissipation of only 

9.2 watts. Due to its MIMD architecture and fine-grain 

clock oscillator stalling, this energy efficiency per 

operation is almost perfectly constant across widely 

varying workloads, which is not the case for many 

architectures. 
 
2.7. AES Implementations on ASAP 
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2.7.1. Full-Parallelism  

The Full-parallelism AES implementation 

combines the Parallel-SubBytes-MixColumns model and 

loop unrolling. The dataflow diagram and the mapping of 

the Full-parallelism model are shown in Fig. 2.7. As 

expected, the throughput of this design is the highest 

among all of the models introduced in this paper since it 

employs most data and task parallelism. 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 2.7 Full-Parallelism Data flow diagram 

 
2.7.2. Loop unrolled three times  

To achieve a moderate throughput, I could unroll 

the main loops in the AES algorithm by S times (S is 

divisible by Nr-1), instead of Nr-1 times. For this example, 

the nine loops in the AES algorithm could be split into 

three blocks, and each block loops three times. The 

dataflow diagram and mapping of the Loop unrolled Three 

Times implementation are shown in Fig. 2.8 respectively. 
 
 
 
 
 
 
 

 
Fig. 2.8 Loop unrolled three times Dataflow diagram 

 
2.7.3. Loop Unrolled Nine Times  

To enhance the AES cipher‟s throughput, I apply 

loop unrolling model and obtain the Loop-unrolled Nine 

Times dataflow diagram as shown in Fig. 2.9. The loop 

unrolling breaks the dependency among different loops and 

allows the nine loops in the AES algorithm to operate on 

multiple data blocks simultaneously. To improve the 

throughput as much as possible, I unroll the loops in both 

the AES algorithm and the key expansion process by Nr-1 

and Nr times, which equals 9 and 10, respectively. 

 
Fig. 2.9 Loop Unrolled Nine Times Dataflow diagram 

 
2.7.4. Parallel Mixcolumn  

In the Parallel MixColumns implementation, 

SubBytes-16 requires clock cycles to encrypt one data 

block, which contributes the largest execution delay in one 

loop. In order to increase the throughput further, I 

parallelize one SubBytes-16 into four SubBytes-4s, which 

is shown in Fig. 2.10. In this implementation, each 

SubBytes-4 processes 4 bytes rather than 16 bytes in one 

data block. The effective execution delay of the SubBytes 

process is decreased to clock cycles per block, only around 

one fourth as before. Therefore, the throughput of the 

Parallel MixColumns model is increased to clock cycles per 

block. 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2.10 Parallel Mixcolumn Dataflow diagram 
 

3. RESULTS AND DISCUSSION   
3.1. Tools Used   

The Block diagram of the AES and Architecture 
of the ASAP is coded in Verilog Hardware Description 
Language (HDL). The whole Architecture is split into 
several sub modules, each sub modules are then coded 
separately and are instantiated in the main module. Then 
the code is compiled and synthesized using Xilinx ISE 13.4 
Design Suite and is simulated using the Isim 13.4 software. 
Then the power, Area and throughput is compiled in design 
compiler using Synopsys tool. 
 

4. SIMULATION RESULTS   
4.1. Substitution Transformation   

This Substitution transformation is basic part of 

the AES unit. It consists of three inputs clk, en and 

substitution input and one substitution output. Both the 

inputs and outputs are 128 bit numbers. The Substitution is 

a byte substitution operation performed on individual bytes 

of the State. 

 
 
 
 
 
 

 
Fig. 4.1 Substitution Transformation Result 
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4.2. Shiftrows Transformation  

This Shiftrows transformation is basic part of the 

AES unit. It consists of three inputs clk, en and shiftrow 

input and one shiftrow output. Both the inputs and outputs 

are 128 bit numbers. The Shiftrows transformation 

cyclically shifts the last three rows of the state by different 

offsets. 
 

The first row is left unchanged in this 

transformation. Each byte of the second row is shifted one 

position to the left. The third and fourth rows are shifted 

left by two and three positions, respectively. 
 
 
 
 
 
 
 
 
 

 
Fig. 4.2 Shiftrows Transformation Result 

 
4.3. Mixcolumns Transformation  

This Mixcolumn transformation is basic part of 

the AES unit. It consists of three inputs clk, en and 

Mixcolumn input and one Mixcolumn output. Both the 

inputs and outputs are 128 bit numbers. The Mixcolumns 

transformation can be expressed as a matrix multiplication. 
 
 
 
 
 
 
 
 

Fig. 4.3 Mixcolumns Transformation Result 
 
4.4. Addroundkey Transformation  

This Addroundkey transformation is basic part of 

the AES unit. It consists of four inputs clk, en input1 and 

input2 and one Addroundkey output. Input1, Input2 inputs 

and outputs are 128 bit numbers. Input1 and Input2 are 

preformed XOR operation. 
 
 
 
 

Fig. 4.4 Addroundkey Transformation Result 
 
4.5. Encryption and Decryption  

It consists of five inputs clk, ctrl, input 

encryption, input decryption and input key and two outputs 

output encryption and decryption. Input encryption, input 

decryption, input key, output decryption and output 

encryption are 128 bits. 

 
 
 
 
 
 
 

 
Fig. 4.5 Encryption and Decryption Result  

4.6. Full-Parallelism 
Encryption and decryption process is performed  

parallel. 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4.6 Full-Parallelism Result 
 
4.7. Loop unrolled three times  

Encryption and decryption of AES algorithm 

could be split into three blocks, and each block loops are 

performed three times. 
 
 
 
 

 
Fig. 4.7 Loop unrolled three times Result 

 
4.8. Loop Unrolled Nine Times  

Encryption and decryption of AES algorithm 

could be split into three blocks, and each block loops are 

performed one time. 
 
 
 
 

 
Fig. 4.8 Loop unrolled nine times Result 

 
4.9. Parallel Mixcolumn  

In parallel Mixcolumn using nine loop performed 
by mixcolumnopertaions. 
 
 
 
 

 
Fig. 4.9 Parallel Mixcolumn Result 

 
4.10. AES implementation on ASAP 
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Finally four methodology (Full-Parallelism, Loop 

unrolled 3 times, Loop Unrolled Nine Times and Parallel 

Mixcolumn) implemented on ASAP. 
 
 
 
 
 
 
 
 

Fig. 4.10 AES implementation on ASAP Result 
 

4.11. Synopsys tool  
Since the AES ciphers presented in this work are 

implementedon a programmable platform without any 

application- specific hardware. Here used the synopsys tool 

to analyze the Area, power and throughput for ASAP 

processor. By using 90 nm technology compile the program 

on tool.  
Table 4.1. Synopsys result 

 
Area throughput power 

   

8.991 nm 0.74 cycles/byte 1.81 mw 
   

 
 

5. CONCLUSION  
Advanced Encryption Standard (AES) cipher is 

presented with 16 different implementations, each of which 

exploits different levels of data and task parallelism. The 

smallest design requires only six processors, equaling in an 

Asynchronous Simple of Array Processor (ASAP) system. 

The fastest design achieves a high throughput of per byte. It 

also optimizes the area of each implementation by 

examining the workload of each processor, which reduces 

the number of cores used as much as 18 percent. The 

design on the ASAP system achieves energy efficiencies 

approximately 2.9-18.1 higher than other software 

platforms and performance per area on the order of 3.3-

15.6 higher. Overall, the ASAP system has been 

demonstrated to be a very promising platform for software 

AES implementations. 
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